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Agenda

* Moore's Law
» Dennard Scaling

* Power, Energy




Moore's Law

» Gordon Moore looked at several
generational chips and did quick ma

* "The complexity for minimum component
costs has increased at a rate of roughly a
factor of two per year”

» Interpretation - the number of
.. components that can be fabricated in a
&e-chip is doubling
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Moore's Law

Number of Transistors in an IC doubles

every year (later 18 months) because:

The advent of metal-oxide-semiconductor (MOS)
technology

* The exponential rate of increase in die sizes, coupled
with a decrease in defective densities, with the result
that semiconductor manufacturers could work with
larger areas without losing reduction yields

* Finer minimum dimensions
- What Moore called "circuit and device cleverness"

omputer System Design Lab


https://en.wikipedia.org/wiki/Metal%E2%80%93oxide%E2%80%93semiconductor

Moore's Law Secret Sauce.
Dennard Scaling

9

- Dennard observed that transistor dimensions
could be scaled by 30% (0.7x) every technology
generation, thus reducing their area by 50%.

reduce circuit delays by 30% (0.7x)
increase frequency by ~ 40% (1.4x)

voltage 1s reduced by 30%, reducing
energy by 65% and power (at 1.4x

50% Area frequency) by 50%
Power = CV2f

If the transistor density doubles, the circuit becomes 40% faster,

and power consumption (with twice the number of transistors)
stays the same! What ?79?
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https://en.wikipedia.org/wiki/Transistor_density

Carver Mead Explains the Physics

https://www.youtube.com/watch?v=UFa tk3K50Y




Moore's Law Enabled the "Virtuous Cycle”

/ Transistor Scaling \

Investment Better Performance/Cost

Market Growth 4/
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Performance versus VAX-11/780 (look it up @)

Intel Core i7 4 cores 4.2 GHz (Boost to 4.5 GHz)
Intel Core i7 4 cores 4.0 GHz (Boost to 4.2 GHz)
Intel Core i7 4 cores 4.0 GHz (Boost to 4.2 GHz)
Intel Xeon 4 cores 3.7 GHz (Boost to 4.1 GHz)
100,000 Intel Xeon 4 cores 3.6 GHz (Boost to 4.0 GHz)
Intel Xeon 4 cores 3.6 GHz (Boost to 4.0 GHz)
Intel Core i7 4 cores 3.4 GHz (boost to 3.8 GHz)
Intel Xeon 6 cores, 3.3 GHz Sboost to 3.6 GHz)
Intel Xeon 4 cores, 3.3 GHz ( to 3.6 GHz)
Intel Core i7 Extreme 4 cores 3.2 GHz (boost to 3.5 GHz)
Intel Core Duo Extreme 2 cores, 3.0 GHz 21,871
Intel Core 2 Extreme 2 cores, 2.9 GHz

10,000 - ——— ————— -———————————————- AMD Athlon 64, 2.8 GHz ——~

AMD Athlon, 2.6 GHz _ _ aZ222221
Intel Xeon EE 3.2 GHz

IBM Power4, 1.3 GHz
Intel VC820 motherboard, 1.0 GHz Pentium Il processor

Professional Workstation XP1000, 667 MHz 21264A
1000 +- Digital AlphaServer 8400 6/575. 575 MHz 21264

23%lyear

100 Digital 3000 AXP/500, 150 MHz
HP 90001750, 66 MHz
IBM RS6000/540, 30 MHz,
MIPS M2000, 25 MHz
MIPS M/120, 16.7 MHz
10 4—=-

VAX 8700, 22 MHz

AX-11/780, 5 MHz

25%/year
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Rapid Changes You Say ?? : C'CIU€Z & Effect

Era of ‘LIFE IS GOOD” Era of ‘Manycore”

Intel Core i7 4 cores 4.2 GHz (Boost to 4.5 GHz)
Core i7 4 cores 4.0 GHz (Boost to 4.2 GHz)
}i7 4 prrae 4 0 2U> IQoost to 4.2 GHzZ)
4 core itto 4.1 GHz)
536! 0 GHz)

100,000
Dennard Scaling

-
______

IntelCore G,/  _ o 0 9. -0
- i1

10,000 -{——-—-—--—-—-——

In

Intel D850EMVR motherboard (3.06 GHz, Pentium 4 processor with Hyper-Threadi
IBM Power:

Intel VC820 motherboard, 1.0 GHz Pentium Il pro

Professional Workstation XP1000, 667 MHz 21264

1000 Digital AlphaServer 8400 6/575. 575 MHz 21264 o -

AlphaServer 4000 5/600, 600 MHz 21164

100 el 3000 AXPIS00, 150 MHZ
HP 90001750, 66 MHz
IBM RS6000/540, 30 MHz_ ¢4
MIPS M2000, 25 MHz g7
MIPS M/120, 16.7 MHz g7
s [) I = 13

VAX 8700, 22 MHz

AX-11/780, 5 MHz

I I I T I I T I I T I I I I I I

I
1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 2016 2018
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Power and Energy

Power: How fast energy is transmitted P= e Watt = joule/sec

Energy: Ability to create a change Joules = watt-second

Energy Can Be Stored. Power Cannot

https://energyeducation.ca/encyclopedia/Energy vs power
.com/ultracapacitors-supercapacitors/ultracapacitor-FAQ.php
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http://www.tecategroup.com/ultracapacitors-supercapacitors/ultracapacitor-FAQ.php

What Happened ?

The dynamic (switching) power consumption of CMOS circuits
is proportional to frequency ( P = CV?f) .

Historically, the transistor power reduction afforded by
Dennard scaling allowed raising clock frequencies from one
generation to the next without significantly increasing overall
circuit power consumption.

breakdown of Dennard scaling resulted in the inability to
increase clock frequencies. CPU manufacturers switched to
mulficore processors as an alternative way to improve
performance.
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https://en.wikipedia.org/wiki/Multicore_processor

Power

10,000 -
. Intel Skylake Core i7
n e Intel Pentium4 Xeon 4200 MHz in 2017

3200 MHz in 2003

consumed ~ 2 W G—

Intel Pentiunf 111~ .
1000 MHz 2000 2%lyear

Core i/ consume _
130 W

Heat must be
d|SS|pGTed fr'om =" Sun-4 SPARC

ABJaug pue Jemod ul spuald]

Digital Alpha 21064/ " 40%/year
150 MHz in 19Q2 /.-~
1| J ————————————S—S gAY €SS

MIPS M2000/ .
25 MHz in 19§9

Clock rate (MHz

Digital VAX-11/780

This is the limit 5 MHz in 1978
of what can be 1
cooled by air
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We Created a Monster That Needs Continual Feeding

1000

100 Transistors/area
Moore’s law et (relative)

10

Data
generated
(zB)

10,000

100

Compute o’ Computing
efficiency
Computing slow down (MIPS/$)

Projection

2008 2012 2016 2020 2024

iﬁ&‘i N “il v [Computer System Design Lab . D. Kendall and S. Kumar, “The building blocks of a brain-inspired computer,”
Applied Physics Reviews, vol. 7, no. 1, 2020.



Performance Via Parallelism

- Cannot Clock Faster so Do More In Parallel

- Apply Transistors to Exploit Parallelism
* Parallelism Exists at Different "Granularities”
» Circuit, Data, Instruction, Procedural, Program....

* (Ch 3) Implicit Parallelism within a

Processor
» Out of Order Instruction-Level parallelism (ILP)
- Speculation

» From the Application Program
* Data-level parallelism (DLP) (Ch 4)
* Thread-level parallelism (TLP) (Ch 5)
+ Domain Specific Acceleration (DSA) (Ch 7)
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Further Fun...

Gordon Moore & Carver Mead: Moore’s Law
40" Anniversary with Gordon Moore
) N11ps://www.youtube.com/watch?v=MH6jUS jpr-Q
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https://www.youtube.com/watch?v=MH6jUSjpr-Q

