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CSCE 4013/5012 Domain Specific Architectures
Professor David Andrews

Lecture materials drawn from the following paper:

Hennessy and Patterson Computer Architecture:  A Quantitative 
Approach, 6 ed,  Morgan Kaufmann

Machine Learning Bootcap
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Guidelines for DSAs

Hennessy and Patterson Computer Architecture:  A Quantitative Approach
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Deep Neural Networks (DNNs)
• Inspired by neuron of the brain
• Computes non-linear “activation” function of weighted sum of input 

values
• Neurons arranged in layers

• 3 Categories
• Multilayer Perceptron (MLP)
• Recurrent Neural Networks (RNNs)

•  LSTMs, Transformers
• Convolutional Neural Networks (CNNs),

Hennessy and Patterson Computer Architecture:  A Quantitative Approach
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Most practitioners choose existing design
• Topology
• Data type

Training (learning):
• Calculate weights using backpropagation algorithm
• Supervised learning:  stochastic graduate descent

Inference:use neural network for classification

Deep Neural Networks

Hennessy and Patterson Computer Architecture:  A Quantitative Approach
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Multi-Layer Perceptrons

M Layers 

N Inputs

M*N Neurons/Graph
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Multi-Layer Perceptrons
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Parameters/Layer:
• Dim[i]:  number of neurons
• Dim[i-1]:  dimension of input vector
• Number of weights:  Dim[i-1] x Dim[i]
• Operations:  2 x Dim[i-1] x Dim[i]
• Operations/weight:  2

Multi-Layer Perceptrons

Hennessy and Patterson Computer Architecture:  A Quantitative Approach
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Convolutional Neural Networks (CNNs) 
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https://www.analyticsvidhya.com/blog/2018/12/guide-convolutional-neural-network-cnn/
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Convolutional Neural Networks (CNNs) 
 

https://www.analyticsvidhya.com/blog/2018/12/guide-convolutional-neural-network-cnn/
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Padding…..
 

https://www.analyticsvidhya.com/blog/2018/12/guide-convolutional-neural-network-cnn/
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Input:  6 x 6 x 3
Filter:  3 x 3 x 3

Multiple Input Features 

3 input Channels 1 3-D Filter

9 values/channel x
3 channels = 27 inputs
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https://www.analyticsvidhya.com/blog/2018/12/guide-convolutional-neural-network-cnn/
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Input:  6 x 6 x 3
Filter:  3 x 3 x 3

Multiple Input Features 

3 input Channels 2 3-D Filters
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2 Outputs

https://www.analyticsvidhya.com/blog/2018/12/guide-convolutional-neural-network-cnn/
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Simple Convolutional Network Example 

https://www.analyticsvidhya.com/blog/2018/12/guide-convolutional-neural-network-cnn/
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Pooling 

Pooling Layers reduce the size of the inputs

Max values

https://www.analyticsvidhya.com/blog/2018/12/guide-convolutional-neural-network-cnn/
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CNN Example 

https://www.analyticsvidhya.com/blog/2018/12/guide-convolutional-neural-network-cnn/
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Each layer raises the level of abstraction
• First layer recognizes horizontal and vertical lines
• Second layer recognizes corners
• Third layer recognizes shapes
• Fourth layer recognizes features, such as ears of a dog
• Higher layers recognizes different breeds of dogs

Hennessy and Patterson Computer Architecture:  A Quantitative Approach

Convolutional Neural Network
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• Parameters:
• DimFM[i-1]: Dimension of the (square) input 

Feature Map
• DimFM[i]: Dimension of the (square) output 

Feature Map
• DimSten[i]: Dimension of the (square) stencil
• NumFM[i-1]: Number of input Feature Maps
• NumFM[i]: Number of output Feature Maps
• Number of neurons: NumFM[i] x DimFM[i]2

• Number of weights per output Feature Map: 
NumFM[i-1] x DimSten[i]2

• Total number of weights per layer: NumFM[i] 
x Number of weights per output Feature Map

• Number of operations per output Feature 
Map: 2 x DimFM[i]2 x Number of weights per 
output Feature Map

• Total number of operations per layer: 
NumFM[i] x Number of operations per output 
Feature Map = 2 x DimFM[i]2 x NumFM[i] x 
Number of weights per output Feature Map = 
2 x DimFM[i]2 x Total number of weights per 
layer

• Operations/Weight: 2 x DimFM[i]2

Convolutional Neural Network

Hennessy and Patterson Computer Architecture:  A Quantitative Approach


